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I. ABSTRACT

With the development of new advanced instruments for remote sensing applications,

sensor data will be generated at a rate that not only requires increased onboard

processing and storage capability, but imposes demands on the space to ground com-

munication link and ground data management-communication system.

Data compression and error control codes provide viable means to alleviate these

demands. Two types of data compression have been studied by many researchers in

the area of information theory: a lossless technique that guarantees full reconstruction

of the data, and a loss), technique which generally gives higher data compaction ratio

but incurs some distortion in the reconstructed data. To satisfy the many science

disciplines which NASA supports, lossless data compression becomes a primary focus

for the technology development. Recently, Yeh and Miller [1,2] have shown significant

research results in this area using the Rice algorithm. The result has been tested for

following various applications: (1) Landsat-D Thematic Mapper over Sierra Nevada

at 30m ground resolution in band 1 with wavelength region of 0.45 - 0.52 #m; (2) Soft

X-ray Telescope(SXT) image, in the wave length region of 3-60 Angstrom, acquired

on SolarA Mission launched in '91; (3) Aconsto-Optical Spectrometer(AOS) data,

representative of what has been acquired on the Sub-millimeter Wave Astronomy

Satellite(SWAS) launched '95. Two traces of 1450 data are in the upper graph and

the expanded view in the lower graph; (4) Magnetic Resonance Imaging(MRI) data

over the human brain area; (5) Seismic trace acquired in Japan. The compression

results show that the extended Rice algorithm is well adapted to various types of

sensor data.

On the other hand, while transmitting the data obtained by any lossless data com-

pressi0n, it is very important to use some error-control code. For a long time, convolu-

tional codes have been widely used in satellite telecommunications. To more efficiently

transform the data obtained by Rice algorithm, it is required to meet the a posteriori

probability (APP) for each decoded bit. A relevant algorithm for this purpose has

been proposed by Bahl et al [3]. This algorithm minimizes the bit error probability

in the decoding linear block and convolutional codes and meets the APP for each de-

coded bit. However, recent results on iterative decoding of "Turbo codes", which have

achieved low error probabilities at rates well beyond R0, turn conventional wisdom on

its head and suggest fundamentally new techniques [4].

During the past several months of this research, the following approaches have been

developed: (1) a new lossless data compression algorithm, which is much better than

the extended Rice algorithm for various types of sensor data, (2) a new approach to de-

termine the generalized Hamming weights of the algebraic-geometric codes defined by



a large class of curves in high-dimensional spaces, (3) some efficient improved geomet-

ric Goppa codes for disk memory systems and high-speed mass memory systems, (4) a

tree based approach for data compression using dynamic programming. We strongly

believe that the research on lossless data compression and error-correcting codes has

now reached a stage of very exciting prospects for many commercial, government and

defense applications.

II. PROJECT REPORT

II.A. ACCOMPLISHMENTS

1. Personnel

Dr. T.R.N. Rao, Dr. G.L. Feng and G. Seetharaman .........

Dr. Rao and Dr. Feng investigated the problem of improved space link per-

formance via concatenated forward error correction coding. They derived a

new lossless data compression algorithm and developed a new approach to

determining a lower bound on the generalized Hamming weights of algebraic-

geometric codes defined from a large class of curves in high-dimensional

spaces, and worked on developing efficient improved geometric Goppa codes

for disk memory systems and high-speed mass memory systems. They pro-

vided research support for one post-doctoral and two Master's students.

The graduate students who worked on this project include:

Dr. Xinwen Wu, Ph.D. Mathematics, 1995, post-doctoral.

Mr. Wenji Jin and Mr. Zhiyuan Li, Master students of computer science.

2. Papers (showing acknowledgement of NASA Grant Support)

[1] G.L. Feng, T.R.N. Rao, and G.A. Berg, "Generalized Bezout's theorem

and Its Applications in coding theory" submitted to IEEE Trans, on

Information Theory.

[2] G.L. Feng, X.W. Wu, and T.R.N. Rao, "New Double-Byte Error-Correcting

Codes for Memory systems" will be submitted to IEEE Trans, on Infor-

mation Theory and 1997 IEEE International Symposium on Information

Theory.

[3] X.F. Shi, X.W. Wu, G.L. Feng, and T.R.N. Rao, "The Applications of

Generalized Bezout's Theorem to the Codes from the Curves in High

Dimensional spaces," will be submitted to IEEE Trans, on Information

Theory.

[4] X.W. Wu, G.L. Feng, and T.R.N. Rao,"The Weight Hierarchy and Chain
Condition of a Class of Codes from Varieties over Finite Fields," invited

talk at Thirty-Fourth Annual-Allerton Conference on Communication,

Control, and Computing, Oct. 3-7, 1996.

[5] G.L. Feng, T.R.N. Rao, and E.W. Hinds "Rice-Like Data Compression

for Remote-Sensing and Other Applications", preparing.

[6] G.L. Feng, T.R.N. Rao, and E.W. Hinds "On the Optimization of Rice-

Like Algorithm for Spacecraft Television Data," preparing.



[7] G. Seetharamanand B. B. Nair, "Requantizationof digital Imagesfor
Data Compression:A DynamicProgrammingSolution,"submitted to
SIAM symposium on Discrete algorithms,

[8] G. Shivaram and G. Seetharaman, "Data Compression of Discrete Se-

quence: A Tree Based Approach Using Dynamic Programming,"

3. Other Research Support

(1) G.L. Feng and T.R.N. Rao, "Generalized Hamming Weights of Algebraic-

Geometric Codes and Asymptotically Good Algebraic-Geometric Codes,"

The National Science Foundation, $260,000.00, September 1995- August

1998.

(2) G.L. Feng and T.R.N. Rao, "Improved Algebraic-Geometric Codes,':

LEQSF, $63,000.00, June 1994- August 1996.

4. Specific Technical Accomplishments

The overall goal of this project is the development of some more efficient

data compression algorithms for remote-sensing and other applications, and

the construction of improved generalized Goppa codes. An outline of the

approach towards solving this problem is presented in the following discus-

sion.

4.1 New Algorithms for Data Compression

Here, we give some new algorithms, which are different from the known

algorithms. The simulation results show that our new algorithms perform

better than the Rice algorithm.

The Concept

Let _ = 51 * 52 * ... * 5j be the data to be compressed. If we consider each

5i as a column vector, _n can be considered as a matrix. That is

ll
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J = 1024
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logJ=n= 10,
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where l_ is the i-th row of the matrix.

The coding problem can be regarded as the following problem. Let dl, d2, • •., d_

be the symbols corresponding to the l's at each row and ',' be the symbol for

the column change. Then, the binary matrix can be reduced to a sequence



on thesetof {dl,d2,'",dn, ',' }. Forexample,considerbinary matrix

1 1 1 0 1 1 1 0 1 1 1 0 1 1 0 0 ---, dl

0 1 1 0 0 1 1 0 1 1 1 0 1 1 0 0 _ d2

0 0 1 1 0 0 0 0 1 0 1 0 0 1 0 1 ---_ d3

1 1 0 1 1 1 1 1 0 1 1 0 1 0 1 0 d4

Let _ = {dl, d2,'", d_, ',' }. The above binary matrix is reduced to the

following sequence

dld4,dld2d4, dld2d3, d3d4, dld4, dld2d4,dld2d4,d4,""

Our new algorithm based on the above idea can be described as follows. ---

Algorithm 1

Step 1: Calculate the weight (the number of l's) of each row: u,1, w2,.. ', w,_.

Step 2: Sort the weights such that wil > wi2 > "'" >_ wi,. Let wio = J.

Calculate W = Ev=0 wip.

Step 3: According to 'wiv/l_ _, we find a variable-length coding scheme for

encoding the l's in each row and the column change symbol ',' by using

Huffman code.

Step 4: Encoding the columns of the binary matrix one by one, from left

to right. The final code is a sequence of Huffman code words.

Remark 1: In Step 3, Huffman code is not necessarily the only coding

scheme for encoding the symbols of l's in each row and the column change.

Many other codes, such as Algebraic Geometric codes, can be used here.

If we investigate the binary matrix carefully, we find that the above algorithm

can be improved in two different ways.

Improved Algorithm A

The first three steps are the same as those in Algorithm 1.

Step 4: Let l(0k), l(k) • Ii k) be the lengths of the Huffman code words for
_n--k' " " '

Wio,Win_k,...,Wil. Let k* be the index such that

F(k*) = min{r(k)l k = O, 1,--., n - 1},

where F(k) = Jl_ k) + _2__k1 l(pk)wiv + kJ.

Step 5: Read the n - k* rows which correspond to win_k,'", wix as the

most significant n - k" bit samples coding scheme. The other k* rows

are read as the k" least bit samples.

Improved Algorithm B

The first three steps are the same as those in Algorithm 1.

Step 4: Exchange the row such that wl _< w2 _< "" _< wn. Let di present

the l's in the i-th row,
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Step 5: (a) If the last 1 of the currentcolumnis in the i-th row, i.e. di =

1,dj = 0,j > i, and the first 1 of the next column is in the k-th row, i.e.

dk = 1,dj = 0,j < k. Thus, the encoding sequence is ...d,,dk.... If

i < k, then the ',' between di and dk can be removed.

(b) If for the current column, the sequence is • •. didi+l • • • di+p dk, where

j > i+ 1.i+p > k+ 1. Then, didi+l'"d_+p can be represented by

di+p, di.

These algorithms have been implemented by using simulation. The results

show that the new algorithms are better than the extended Rice algorithm.

More details will be provided in the next technical report.

4.2 Generalized Hamming Weights of AG codes

For error-correcting codes, the minimum distance is one of most irfi_B_t-a_f-

parameters. It is used to measure the code's capacity of correcting errors

or detecting errors or both. The minimum distance d of a linear code C is

defined by

d = min {d(u,v)},
u,vEC

uCv

where d(u, v) expresses the Hamming distance between u and v.

For an [72, k] linear code, we can consider its generalized Hamming weights,

which are the generalization of minimum distance.
Both the determination of the minimum distances and the determination of

weight hierarchy for linear codes in full are difficult. A more modest goal

is to find acceptable bounds oll these weights. The weights of geometric

Goppa codes were discussed in several papers. The bounds on the minimum

distance and the generalized Hamming weights of the codes defined on the

curves in two-dilnensional space were given by Feng, Rao and Berg in their

paper.
We consider the codes defined on the curves in n-dimensional space. We are

now interested in the following irreducible space curves:

f(xl,x2) = O,

f(Xl, X2, X3) = 0,

fn-l(Xl,X2,''',Xn) = O,

where

al b,

fs((Xl,X2,''',Xs+l) = Xs- + Xs_ 1 + gs(Xl,X2,''',Xs+I),

gcd(as, bs) = 1 and deg gs(xl,x2,'",xs+a) < min{as,b_}.

Let a point p = (il, i2, ... , i,_) in R n represent a monomial Xli_x2i2• • .xi_'_ . We

define the weight of the monomial as follows:



Definition 1 For a n-dimensional monomial il i2 i,, define itsX 1 X 2 """ X n _ we

weight as

.il ,i2 . _ n--1
w(x ix 2 "'x_ _)= _ bk I-I ak ij.

j=l k=n-j+l

Lemma 1 D{[_'1152'_..._n....j, -< _--_=1 4n-J5J-liJ •

Theorem 1 D(pr) _< w(hr) - w(hp).

Theorem 2 Let C_ be a [4n+l, 4 TM - r] code defined by parity-check matrix

HT = [hl,h2,...,h_] T. Then

dh(CT) =h+r, ifh >_ w(h_)-r+2.

This work has resulted in a paper titled "The Applications of Generalized Be-

zout's Theorem to the Codes from the Curves in High Dimensional spaces,"

by X.F. Shi, X.W. Wu, G.L. Feng, and T.R.N. Rao, which will be submitted

to the IEEE Transactions on Information Theory.

4.3 Chain Condition of a Class of Codes from Varieties

The generalized Hamming weights and weight hierarchies of linear codes

were first introduced by Wei, which are fundamental parameters related to

the minimal overlap structures of the subcodes and very useful in several
fields. It was found that the chain condition of a linear code is convenient

in studying the generalized Hamming weights of the product codes. We

considered a class of codes defined over some varieties in projective spaces

over finite fields, whose generalized Hamming weights can be determined by

studying the orbits of subspaces of the projective spaces under the actions

of classical groups over finite fields, i.e., the simplectic groups, the unitary

groups and orthogonal groups. We gave the weight hierarchies of the codes

from Hermitian varieties and proved that the codes satisfy the chain condi-
tion.

Consider the finite field IFq2 with q2 elements, where q is a power of prime.

lFq2 has an involute automorphism

a _----_-d = a q.

The fixed field of this automorphism is lFq.
Let k= u+l, whereu>O,l_> O, and

I(v,O (I(")= O(0 )"

The set of points ¢(xl,x2,...,Xk) satisfying

( Xl,'" ", Xk)I(_,,t) t(Xl,'" ", Xk) = 0

is a Hermitian variety in PG(k - 1,IFq2), when l = O, it is a nondegenerate

Hermitian variety, and when l > O, it is a degenerate Hermitian variety.



We denotethis Hermitianvarietyby I(_4). Let n = ]I(.,t)] be the number

of points lying on I(_,l) in PG(k - 1,IFq2). For each point of I(_,l}, choose
a system of coordinates and regard it as a k-dimensional column vector.

Arrange these n column vectors in any order into k x n matrix, denote it

also by I(.,t). It can be proved that I(_,z ) is of rank k. Hence I(_,t) can be
regarded as a generator matrix of a q2-ary projective [n, k]-code, which wilt

be denoted by C(,,l).

By studying the orbits of subspaces of the projective spaces under the ac-

tions of unitary groups over finite fields, we determined the complete weight

hierarchy of C(_,I), and proved that C(,,I} and C ± satisfy the chain condi-'(_,l)
tion. As a corollary, we showed that when v is even and r <_ v, d_(C(,,_))
meets the Griesmer-Wei bound.

Many applications of generalized Hamming weights are known. They are

useful in cryptography, in trellis coding, and in truncating a linear block

code, etc.

Our results opens the possibility of determining the complete weight hierar-

chies of any product code by a code from Hermitian variety or its dual code
and other linear code.

This work resulted in a paper titled "The weight hierarchies and chain con-

dition of a class of codes from varieties over finite fields" by Xinwen Wu, G.

L. Feng and T. R. N. Rao. This paper will be presented at Thirty-Fourth

Annual-Allerton Conference on Communication, Control, and Computing,

Oct. 3-7, 1996.

4.4 Efficient Error-Correcting Codes for Memory Systems

Error-correcting or error-detecting codes are useful in computer semicon-

ductor memory subsystems, which can be used to increase reliability, reduce

service costs, and maintain data integrity. It is well known that the single-

byte error-correcting and double-byte error-detecting (SbEC-DbED) codes

have been successfully used in computer memory subsystems. For a linear

block code over the finite field GF(q) of q elements, where q is a prime

power, if its minimum distance is equal to or greater than d, then the code
d

is capable of correcting [ d@ j byte errors and detecting [ 7 ] byte errors.

Thus the minimum distances of linear codes which are capable of correcting

single byte errors and detecting double byte errors are equal to or greater

than four, and the minimum distances of the codes which can correct double

byte errors are equal to or greater than five.

Let U_(I) be a cyclic code over F = GF(q), where q = 2i, with a string

I = {1, (q_+q)l,2j, and U = U_(I,F m-l) be the corresponding punctured
code with length n = qm-1 defined on a (m- 1)-dimensional subspace F m-1

of F TM. A class of codes over GF(2 i) with minimum distance _> 5 was con-

structed by adding some parity checks to U. And when q is odd, a class of

codes with minimum distance _> 5 was also constructed by a similar method.

The above codes were constructed by Dumer. According to Dumer, if q is

even, when n = q2, r _< 7, when n = q3, then r _< 9; and if q is odd,



whenn = q2, r < 7, when n = q3 then r _< 8 .... Dumer's codes are

known to be optimal in the sense that no other double-byte error-correcting

codes with the same code lengths have fewer number of parity checks. But

unfortunately, the codes were defined only over GF(q), when q is odd.

It is well known that in the computer systems the codes over GF(q) with

q = 2i are useful. In this research, we construct a class of double-byte error-

correcting codes over GF(2i), which have the same parameters of Dumer's

codes over GF(q) when q is odd. And we also obtain a decoding procedure
of our codes.

Dumer's codes have the parameters:

When q is odd,

n = qm-1

When q is even,

m-1r_<2m+r--=--l, d>_5, m=2,3,.... ............

n=q m, r<2m+[_]+l,.... d>5, m=2.3,--.

Our main result is: Over finite field GF(q), q is odd or even, we constructed

linear codes with the parameters:

=qm, r=2m+ In3] +1, and d_> 5, m=3,4,..-.n

The development of this research opens the possibility of raising the speed

in communication systems and computer memory systems.

This work resulted in a paper titled " New double-byte error-correcting codes

for memory systems" by G. L. Fang, Xinwen Wu and T. R. N. Rao. This

paper will be submitted to IEEE Trans, on Information Theory and 1997

IEEE International Symposium on Information Theory.

4.5 Discrete Algorithms for Data Compression

Our research in data compression described in this section follows a discrete

algorithmic approach. Our goal is to find the intrinsic measure of com-

pressibility of a given data set. To accomplish this, we have developed a

suitable representation of the problem as an integer-programming, resource-

allocation problem.

Our approach is very different from the popular approaches such as Wavelet

Transform based Coding, Cosine Transform coding etc., all of which make

certain implicit assumptions about the spatial characteristics of the data.

Though such simplifications result in attractive performance over a class of

images specific to each method, there is no concrete method available at

present for comparing the performance of two such approaches. The basic

results from rate distortion theory are often used for this purpose, which

does not facilitate conclusive comparision of the merits of two competing

methods. We have addressed this problem by designing a method which will



finda truly optimalcompressionof agivenimage,satisfygivenerrorbound,
anda channelcapacity.
Two algorithmshavebeendevelopedby recognizingcompressionas a dis-
creteoptimizationproblem,andapproachingit with dynamicprogramming
methods. The resultshavebeensubmitted for publication at the SIAM

ACM Symposium on Discrete Optimization Algorithms, Jan. 1997. We are

currently applying these methods, and conventional methods, on a large set

of images, to establish an experimental test bed for data compression algo-

rithms. Two journal articles are being prepared at present. Our solutions

are briefly described below.

4.5.1 Requantization (Adaptive Thresholding) of Digital Data for

Data Compression.

We present a simple formulation of image data compression as a discrete

optimizaton problem. In particular, it is proposed to requantize the image

using an integer / dynamic programming approach. The goal is to reduce

the number of bits required to store or transmit the given image to a remote

location. And, it is required keep tile net error between the original image

and the decompressed version at its minimum for a given channel capacity

(integer valued resource). This algorithm is also quite useful for segmenting

an image based oil gray scale properties, using multiple thresholds.

For example, given a image of N x N pixels at 8 bits/pixel. A coarses

requantization of 1 bit amounts to N 2 bits for the whole image. Our task is

to assign, distinct gray-levels, or code words to each of 28 input levels, such

that the errors due to requantization are minimized. This is an instance of

resource allocation problems, with integer valued resources C (or channel

capacity), and specific weights (error). We have modeled this problem as a

NP-complete problem of finding an optimal cut set of an interval tree, whose

top node is the entrire range [0..255] of gray-levels, and exactly C/N 2, and

the leaves decimate the entire range into specific number of code-words.

4.5.2 Optimal Partitioning of a Sequence of Numbers for Compres-
sion

Our second approach assumes the input data of N numbers as a discrete

interval [0..N] and decimates the interval into several non overlapping inter-

vals. Each interval is approximated by one or two metrics, for example, the

average value, moments etc., from which the members of each interval can

be reconstructed. The total number of subsequences has a direct connection

with channel capacity, and the error that results due to approximating each

interval by the average, second-moment, etc. corresponds to the weight.

Then our compression strategy is to find an optimal partitioning of the in-

put sequence for a given channel capacity. This problem is also mapped into

finding an optimal cutset of an interval tree. Experimental implementation

has been completed. A journal article is under preparation for publication

in the IEEE Trans. on Image Processing.

II.B. NEXT REPORT PERIOD



1. Personnel (USL Subcontract)

Dr. Rao and Dr. Feng, as well as their post-doctoral Dr. Wu, will continue

to work on this project. Their graduate students, Mr. Shi, Mr. Jin and Mr.

Li will still be involved in the project.

2. Specific Technical Accomplishments

In this proposal, we intend to investigate the following problems:

(1) A new Rice-like data compression algorithm for remote-sensing and

other applications has been developed. Some simulations have shown

that the results were much better than that by the extended Rice al-

gorithm for some cases. In the next period, we would like to test the

performance of the new algorithm on various test imagery. On the other

hand, we also would like to improve the Rice-like data compression al-

gorithm by developing a modified Huffman code, which has minimal ex-

pected average length and is quasi-uniquely decodable. Quasi-uniquely

decodable means that any subset of the ordered codeword sequence can

be uniquely decodable. For example, let abcdefghijk be a ordered code-

word sequence and a, b,c,d,e,f,g,h,ij,k are all codewords, bdghk is a

subset of this ordered codeword sequence. Obviously, the condition of

prefix is stronger than the condition of quasi-uniquely decodable. Thus,

the Rice-like algorithm can be improved by using the modified Huffman

code. To analyse and test the performance of the improved Rice-like

algorithm is also proposed.

(2) Let {a, b, c, d, e, f, g, h) be a source symbol set. Let cdehbgdefgfahach

be an original character sequence. Its entropy is 2.952820. If we decode

a as 000, b as 001, and so on. The symbol sequence is encoded in a

binary sequence. We add (modular two) a known binary sequence to

the sequence. Then we get a new binary sequence. Decoding the new

binary sequence, we get a new symbol sequence dhddhgfhdffdghdd,

whose entropy is 1.849602. We are very interested in this preliminary

result, because there may be a new lossless data compression algorithm.

We propose to investigate a new lossless data compression algorithm by

changing the original binary sequence. This technique can be used in

combining with Huffman coding or arithmetic coding such that a new

efficient universal lossless data compression can be found.

(3) We propose to develop a class of fixed-byte error protection codes, that

are suitable for the data obtained by the extended Rice algorithm. The

data is divided into two segments. The data in one segment is the d

sample sequence of the most significant n - k bits samples extracted

from the original data. For the data in this part, it is required to be

error free. The data in the other segment is the corresponding sequence

of the k least significant bit samples of the original data. For the data

in this segment, a small error rate is tolerated.

(4) We propose to investigate a new encoding and decoding scheme that

should greatly enhance the likelihood of detecting any single or multiple
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bit errors that may occur during transmission and reception of informa-

tion. The proposed scheme must attain a bit error rate of the order of
10 -is to 10-lr, and have a minimal implementation overhead.
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